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The Classic Pitfalls of Building
a Data Warehouse
And how to avoid them
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Summary

All IT projects contain Risk. Understanding those risks is a big part of avoiding them. This presentation will detail the classic risks in the world of data warehousing and talk about how to avoid them. The presentation is not tied to a given platform, technology or database, but extracts the underlying principles involved.

Ardent Software has more installed sites of ETL products for building data warehouses than any other company. More than 80% of those sites use Oracle databases.

[image: image1.emf]You can see from the screen here what the presentation is about, but before we go there, we have to do a commercial break. You know the deal, you are watching TV and you are just about to find out who committed that murder or the two best looking people are heading towards the bedroom door …. 

[image: image2.emf]
Snap, someone is trying to sell you soap powder. 

Mercifully, I only have one slide to say what a great bunch of guys we are. Here it is.

You can read the numbers for yourself, but in summary it says we are the world’s number 1 company for ETL tools. Software for building data warehouses.

I think there must be a international law, signed in the United Nations, which says that all presenters in the IT industry have to say that their company is the world’s number 1 at something. I am sure there is a another one that says that all IT presenters have to say that the web chances everything. There, I have complied with all regulations.

The difference is we can justify that claim to being number one. Look at revenue, installed sites, rate of growth, whatever. We are twice the size of the next largest.

There you go. I have done my duty, now we can talk about this issues.
[image: image3.emf]Data warehouses have a lot of glorious successes and ignominious failures to their names. We all know that a Data Warehouse can have an incredibly positive impact on a business, but there is the worry that for all the effort, it will not deliver.

I have seen a lot of warehouses and learnt a lot of lessons. This presentation is an attempt to distil those lessons down and explain where the pitfalls are. We only have a short time so we will focus on the “why” question rather than “how”. 

I have found that the best way to do that, is by giving some context and then drilling down. And the best way of giving context is by presenting you with a couple of rules. 

Rule number 1 is this: “Scale any system for size or complexity and the infrastructure will break.” That is not an IT rule. It is true of anything in life.

[image: image4.emf]To prove it, here is a completely non-IT example: Post.

If you receive one letter a month from your Aunty, it requires no infrastructure.  You get it, you read it, and you reply if you are polite. Now scale it up. 1000 letters a day, you will need an office, people, you might even need a little bit of IT to track it. Suddenly you need all sorts of things that you didn’t need at the smaller scale. You need infrastructure. And yet, it is still exactly the same stuff that you are dealing with.

Scale it again, 1,000,000 letters a day, now you need a paper recycling scheme, you need a training team, you need a policy for inappropriate use of email on company time, you need someone to organise the staff Christmas party, you need a whole raft of infrastructure that you didn’t need at the smaller scale. 

That is exactly the sort of scaling we have to deal with in IT every day. It is a total cliché to say that data volumes are exploding, but it is true. Logic tells you that to deal with it you need to do a lot more than just buy a bigger disk drive.

[image: image5.emf]Rule number two is “Techies always handcode it the first time”. What I mean is that whenever any new type of software application appears, the first implementations are always hand-crafted by the in-house IT departments of larger corporations, whether they can go out and buy an off the shelf solution or not. 

[image: image6.emf]An example:  Twenty years ago, people wrote their own accounting systems in house. Even at that time you could buy accounting software ready made to do the job, but people wrote it themselves. You can imagine the scene: The Financial Director goes to the techy and says: “We have these invoices coming into the system every day and I would like to be able to keep a record of them, can that new computer thingy of yours help?”.  Techy says “I can do that with a bit of code”. After a fashion, it works, the Financial Director loves it. So he asks for more, he asks for PO’s and balances for the general ledger and a fix asset register and so on and so forth. It quickly becomes a big beast, something that is hard to write and even harder to maintain.  It would have been better for them to buy the product off the shelf and share the development costs amongst the customers of a software house.  But it started off looking easy.

Ten years ago, a lot of people wrote their own in-house end-user reporting tools.  Ten years ago you could buy Business Objects or Cognos or any one of a large number of products.  But the techies saw it as just giving the ability to control what columns the user sees on a report and in what order. We all now know there is a lot more to it than that. Who now in their right mind would allocate in-house techy time to create an end user reporting tool?

A year ago, a lot of people were writing their own web pages in Notepad, despite there being dozens of perfectly competent HTML editors which you can download for free – Techies always handcode it the first time. 

Where we are now, is people are writing their own data movement routines. And that is what I want to talk to you about today.
[image: image7.emf]There’s are our two bits of context “The Rules”: ‘Scale it and you’re going to break it’, ‘Techies always handcode it the first time’.  Now we have got the context, we can go on to talk about “The Vision”.

[image: image8.emf]To create a system like this, you start with a vision of what you want to appear on the user’s screen, in fact coming back even from that, you start with a vision from the Managing Director.  He might say: “We are getting far too much churn in our customer base, IT is collecting information about the customers, they should be able to help us understand why.” Now you have a problem, because you have a ton of existing IT infrastructure and none of it is designed for data analysis. 

People solve that problem by creating data warehouses. Remember the rule no.2, Techies always handcode it the first time.  So if you say to your techies “I have got this data here” maybe it is sitting in the mainframe, and “I need to get it into my DW in Oracle on an NT Box, can you do it?”  The techy always says “Sure, I can”.  It’s probably true, he probably can, but it is a scalability issue. Moving a single file one time is very different from what we are talking about here in a full production warehouse, where you are moving numerous files from many systems every day of the week. Remember, scale it and it breaks.

What we do is provide an automated piece to move the data. Lets be clear about this, this is not replication. This is both moving the data and transforming it into the form it needs to be for data analysis. Once you start transforming the data there are some other issues that you inevitably fall over: one is Data Quality and the other is Meta Data Management.  I want to take out each one of those and say a few words about them. 

[image: image9.emf]A very valid way of looking at this is that as you scale it up, there are inevitable break points that you trip over. Inevitable because every other site that has even done this has tripped over the same issues. 

Most of them work around the issues by hand coding solutions. Many do not know that automated solutions are even an option. Remember that none of the things we are talking about here are problems at the small scale. When you do a proof of concept with a few tables all of this will work, scale to production size and you can guarantee it will all be a problem.

[image: image10.emf] So lets take each of these topics in turn and say a few words. Starting with Data Movement.

[image: image11.emf]Here is a quote from a well known industry luminary: Bill Inmon, known as the father of data warehousing for his pioneering work defining the sector and championing its development. His quote is not unusual, you will find similar words from all the gurus in this space.

To paraphrase them all, what they are saying is that all the effort in delivering on this kind of system is doing the plumbing, it is getting the data and cleaning it up and getting it in the right place.  ETL (Extraction, Transformation and Load) is the hard bit.  It’s not what you think about when you are considering these systems.  You think about the front end and what is on the users screen, the last 2 millimetres of delivery, not the 2 kilometres of infrastructure behind it. 

[image: image12.emf]To look at it another way, if ETL is 80% of the effort and therefore manpower cost, if you can impact that, you can have a disproportionate impact on the overall cost of the project. Cost is a very important theme here. It is not the only theme, but certainly an important one.

[image: image13.emf]Think about how users interact with this sort of system. They are part of a supply chain. On one side they have IT giving them data. On the other side they have a pull on information from their boss, or their customer, or the regulator for their industry. There is a constant flow through the system.

With any supply chain it is important to understand what happens when there are disruptions in this chain. Lets look at an example: The user’s boss says “I love the information you have been giving me, but I need a regional break down”. Our user looks into the system and finds that he is missing regional information. So he goes one back in the supply chain and explains to his IT department what he needs. If at that point they say “Tricky, we have to change all the hand coded stuff in the source systems to collect this extra data, it will be a couple of weeks before we allocate all the programers, a week to write it and another to test it, we will get back to you in a month.” They supply chain has broken. What happens at that point is the user starts up Excel, calls his friends in the regional offices and gets any old numbers to use.

That is a nightmare scenario for a data warehouse. The system that you have created to be one version of the truth, is now ignored. Instead we have users creating their own systems that are not getting backed up, do not agree with anyone else's numbers, are almost certainly wrong and will be lost as soon as the user is reassigned to other duties.

Warehouses that cannot respond to change are doomed. It is all about risk. All IT projects have risk.  There is a very specific risk associated with warehousing, the white elephant risk. If the warehouse cannot respond to changing needs of the user in a timely fashion, the users simply go elsewhere.

Automated systems can change faster than hand coded ones.
[image: image14.emf]Here is a case in point: You know Excite the famous web portal. They have a division called MatchLogic that sells banner ads. They take on advertisers and place their ads on untold numbers of web sites. If you are an advertiser, you want to know what happened to the ads you placed. MatchLogic gives its advertisers that information by generating a warehouse for each of them where they can do the web log analysis to understand who is clicking on what and in what patterns. 

The amount of data generated by this is awesome. I used to think the teleco’s had big volumes of data before I looked at some of the big dot com’s. These guys have several terabyte warehouses. That is not one warehouse with a few terabytes, it is several warehouses all more than 1 terabyte each. All on Oracle by the way.

The big issue for them was that every time they took on a new customer, they would have to spend 10 man days to set it up because everything was hand coded. That was limiting their growth - all important in the dot com world. Their ETL infrastructure is now automated and it takes them 2 hours to add a new customer.

Those sorts of manpower savings are not at all uncommon, but the real saving is not in the creations of the warehouse. It is in the manpower that goes into maintaining a dynamic and living warehouse. 

[image: image15.emf]The key points about Data Movement:

People automate the ETL process to reduce costs and risk. There are some very specific risks associated with data warehousing. We are going after those risks.  

In order to do it right you need to be able to move data from anywhere to anywhere. I have not touched the techy details in this presentation, time does not allow. But it is fair to say that we do all the data sources from the strangest old mainframe legacy to the latest in XML and web logs.

And I cannot resist putting in a shameless plug for our technology. We are the world leaders in the space. I know everyone who has ever given an IT presentation says they are the world leaders, but I think we are clearly justified in this case. Take any of the measures you like, number of customers, revenue generated, whatever.

[image: image16.emf]Lets talk about data quality.

[image: image17.emf]My car functions very nicely on the road. But is a heap of junk if you put it in the middle of a lake. The change in context is what messes it up.

Data is like that. It can work just fine in one context, but when you move it to another, it becomes useless.

An example for you: an American health care insurance company collected and processed claims in an operational system. It had worked fine for years. Then they warehoused the data so they could better understand their customers. One of the first things they found was that the most common type of injury ever sustained was a broken left leg! They went through a lot of theories as to why that might be, but it turned out that back in the operational system, the people in their call centre had a screen where they entered claim details. Injury Type had its own drop down box with a default of: Broken Left Leg! 

The data was obviously bad, but it did not mess anything up in the operational system. The claims still got paid, everyone was happy. It was only when they changed the context of the data, tried to use it for something else, that the problem showed up. There are numerous examples of this kind of thing in IT. Simple things like different branches in the same company using the same field for different things. None of them are a problem, until you change the context of the data. Which is precisely what you are doing every step of the way with a data warehouse.

Quite often I talk to people and they say “I haven’t got a problem with Data Quality” and they genuinely believe this. They will not believe it for long if they start on a data warehousing project. 

[image: image18.emf]Lets talk about a people issue: you create a system to analyse data so that a moment of revelation will happen. So that a business user will look at the screen and says “Wow, now I know that I can /ship more products to the north east/ reduce my stock levels/ increase my price on this product/” something that will have an impact on the bottom line.

The problem is, there is another path that can be taken at that point of revelation. The user can look at the screen and say “that is rubbish” (or probably something much stronger). “I have been doing this job for 20 years and I know that cannot possibly be true”. At that point, you have lost him, he is back to creating his Excel spreadsheets. When he says it is rubbish, maybe he is right, or maybe it is just counterintuitive data. Wouldn't that be a great reason to build a system? To let the user find things that he was not expecting? After all, if everything the system is presenting him is something he knew anyway, why bother building it? Unexpected values are exactly what you want from the system. But they are only of any use if the users believe them. One of the best ways of building that belief is by being able to prove that the data is good.

Traditionally, the way these systems are created is by a bunch of techies. They collect the data and they do their absolute best to make sure the data quality that they deliver to the user is good. However, they are not the subject matter experts, the users are. The assumption is always that the user will scream if the data is bad. This a bad assumption, poor food in restaurants is more likely to lead to people going to other restaurants next time that it is to lead to a complaint. When Excel crashes, few if any users call the Microsoft help desk and try to work it out, they just do something else instead. Data warehouses are optional systems. They are one of the tools that a business user uses to make his decisions - along with 20 years of experience, reading the Financial Times, talking to friends and colleagues, etc. If the warehouse is the difficult option, it will get ignored. And so we are back to the white elephant risk.

An audited warehouse has a far lower risk than a non-audited one.
[image: image19.emf]Data quality covers a lot of different issues. This slide lists a few of them, but by no means is a complete and exhaustive list.

The point is, this stuff is complex.

[image: image20.emf]So how do we go from the pile of steaming garbage, that is the source data, to this wondrous crock of gold that is the cleaned up data that you can make good business decisions on?

I am from a software company, you would expect me to say you need a piece of software. OK, you need a piece of software, but that is not the complete picture. Software is good for churning through large amounts of data. And we are talking about large amounts of data here. To give this some sort of perspective, consider 1 Gigabyte. That is enough to store 2,000 typical paperback novels. Don’t believe me? Go and get a few books, count the characters per line, lines per pages, pages per book and multiply them all up. You will find that 2,000 is an underestimate. And that is just 1 Gigabyte. So a typical data warehouse has gone way beyond the point of printing this stuff out and going through with a highlighter pen marking the records that look a bit suspicious.

Software on its own is not going to solve this problem. You need a methodical approach, we have a well respected methodology, there are others as well. The aim is to break this problem down into manageable chunks.

And thirdly, you need some brain power from people who recognize this kind of problem because they have worked on it before.

Any one of these three things will not solve your data quality problem. You need all three to build the solution.

[image: image21.emf]I love this example of Data Quality, because if you could think of anyone in the world who would have good data quality, it would be these guys. And yet, they had a problem.

It comes back to the old information supply issue. NASDAQ are part of an information supply chain. On the input side they have brokers, on the output side the SEC. Naturally, each organization in the supply chain is looking at the data for slightly different reason. For example, brokers want to see trades that match, NASDAQ match across brokers, SEC looks for inside trading. So there is a change in context at each level. We already know that changes in context are what always breaks data quality. Sure enough, it did here too.

NASDAQ were taking some heat from the regulators about data quality. So they called us in to look at it. Sure enough, we found that the error rates were somewhere between 7-20%! We helped them get that to a run rate of 0.9%. A level at which the risk to them is acceptable. No data is ever perfect, but if it is monitored the error rate can be kept at an acceptable level. That is what NASDAQ have achieved. And they have done it on an on going basis. Many systems are implemented once and no further checking is done. Their risk is open ended.

[image: image22.emf]The key points about data quality are:

The obvious no-brainer point that if you give users bad data, they make bad decisions.

The less obvious, but even more important point that user confidence is highly valuable in these systems. It is easy to lose and almost impossible to get back.

And thirdly, this all fits in with the key themes of cost and risk.

[image: image23.emf]Meta data management sounds like some awful techy bit that you can sleep through. But actually, it is not that at all.

[image: image24.emf]We know that the amount of data in the world is exploding, we all live with that every day. But on that back of that, there is also an explosion in all the data describing the data. The names of the tables, the descriptions of the fields, the headings for the columns etc etc.

Interesting enough, but why should you care? Why is this a problem?

[image: image25.emf]The answer is that below a certain scale, it is not a problem. If you have a proof of concept with 10 tables, someone in your organization will understand it. Someone will know what the tables are and where they live. He will know what each of the fields do and what will happen if they are modified.

Now lets look at a more typical operational system. A modern ERP measures its number of tables in the thousands. No one person knows what all of them are. People know the bits they typically work on, but not everything. We have crossed a break point here. At some scale the system fits into someone’s head, at another it obviously does not.

So what? Who cares?

[image: image26.emf]This is a map of the London Underground. One of the most complex networks of its kind in the world. 250 stations, millions of journeys every day. It is a good analogy for complexity of flow. People coming together to form a unit on a train, going to a place and splitting up again. Just like the data flowing through an organization.

In the case of both the data and trains, it is tricky to predict what happens when something changes, when a train derails coming into a station or when someone drops a field on that AS/400 in the Rome office. What is the impact? In a hand coded system that can be almost impossible to tell. Each value is moved to other systems. Aggregated, summarized, split out and moved on.

An automated system can answer these kinds of questions. It collects the meta data as a byproduct of creating the data flows. It can tell you that if you change this part of the system, these are the other parts that are affected.

[image: image27.emf]Conversely, if the Managing Director is looking at a profit figure in a report and wants to know where it comes from, can you tell him? Profit could be a little bit of revenue from the sales system, a little bit of cost from the distribution system, a lot of tax from the financial directors spreadsheets, all aggregated and calculated to produce this one number. How are you going to trace it back if what you have is a collection of programs written on different machines by different programmers in different programming languages? It is a nightmare

An automated system can come to the rescue. It can drop into the Managing Director’s browser an exact description of where that value came from and what calculations were performed on it before it appeared.

[image: image28.emf]The key points about automating the meta data management are:

It can do impact analysis.

It can show a user where the data he is looking at comes from.

And it is helps with the key themes of cost and risk.

[image: image29.emf]Those are the classic break points in building a data warehouse. None of them are a problem below a certain scale. Many sites try to fix them by creating their homespun solutions. What is clear is that every site experiences them and we have seen them time and time again whilst working with numerous data warehousing sites.

[image: image30.emf]The three things that I want to leave you with are:

1. That the break points are inevitable and you had better plan for them.

2. That Ardent DataStage is by far the market leading product for solving these sorts of problems and providing a complete solution.

3. That the key motivations that drive people to this sort of technology are cost and risk.
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